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IEEE 802.11x, IEEE 802.16x, GSM, CDMA, TDMA, GPS,
IR, BLUETOOTH, ZIGBEE, and/or the like type interface),
one or more programming (e.g., [/O) interfaces 310, one or
more CGR displays 312, one or more optional interior
and/or exterior facing image sensors 314, a memory 320,
and one or more communication buses 304 for intercon-
necting these and various other components.

[0041] In some implementations, the one or more com-
munication buses 304 include circuitry that interconnects
and controls communications between system components.
In some implementations, the one or more /O devices and
sensors 306 include at least one of an inertial measurement
unit (IMU), an accelerometer, a gyroscope, a thermometer,
one or more physiological sensors (e.g., blood pressure
monitor, heart rate monitor, blood oxygen sensor, blood
glucose sensor, etc.), one or more microphones, one or more
speakers, a haptics engine, one or more depth sensors (e.g.,
a structured light, a time-of-flight, or the like), and/or the
like.

[0042] In some implementations, the one or more CGR
displays 312 are configured to provide the CGR experience
to the user. In some implementations, the one or more CGR
displays 312 correspond to holographic, digital light pro-
cessing (DLP), liquid-crystal display (LCD), liquid-crystal
on silicon (LCoS), organic light-emitting field-effect transi-
tory (OLET), organic light-emitting diode (OLED), surface-
conduction electron-emitter display (SED), field-emission
display (FED), quantum-dot light-emitting diode (QD-
LED), micro-electro-mechanical system (MEMS), and/or
the like display types. In some implementations, the one or
more CGR displays 312 correspond to diffractive, reflective,
polarized, holographic, etc. waveguide displays. For
example, the HMD 120 includes a single MR display. In
another example, the HMD 120 includes a CGR display for
each eye of the user. In some implementations, the one or
more CGR displays 312 are capable of presenting AR and
VR content. In some implementations, the one or more CGR
displays 312 are capable of presenting AR or VR content.

[0043] In some implementations, the one or more image
sensors 314 are configured to obtain image data that corre-
sponds to at least a portion of the face of the user that
includes the eyes of the user (any may be referred to as an
eye-tracking camera). In some implementations, the one or
more image sensors 314 are configured to be forward-facing
s0 as to obtain image data that corresponds to the scene as
would be viewed by the user if the HMD 120 was not present
(and may be referred to as a scene camera). The one or more
optional image sensors 314 can include one or more RGB
cameras (e.g., with a complimentary metal-oxide-semicon-
ductor (CMOS) image sensor or a charge-coupled device
(CCD) image sensor), one or more infrared (IR) cameras,
one or more event-based cameras, and/or the like.

[0044] The memory 320 includes high-speed random-
access memory, such as DRAM, SRAM, DDR RAM, or
other random-access solid-state memory devices. In some
implementations, the memory 320 includes non-volatile
memory, such as one or more magnetic disk storage devices,
optical disk storage devices, flash memory devices, or other
non-volatile solid-state storage devices. The memory 320
optionally includes one or more storage devices remotely
located from the one or more processing units 302. The
memory 320 comprises a non-transitory computer readable
storage medium. In some implementations, the memory 320
or the non-transitory computer readable storage medium of
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the memory 320 stores the following programs, modules and
data structures, or a subset thereof including an optional
operating system 330 and a CGR presentation module 340.
[0045] The operating system 330 includes procedures for
handling various basic system services and for performing
hardware dependent tasks. In some implementations, the
CGR presentation module 340 is configured to present CGR
content to the user via the one or more CGR displays 312.
To that end, in various implementations, the CGR presen-
tation module 340 includes a data obtaining unit 342, a CGR
presenting unit 344, a planar detection unit 346, and a data
transmitting unit 348.

[0046] In some implementations, the data obtaining unit
342 is configured to obtain data (e.g., presentation data,
interaction data, sensor data, location data, etc.) from at least
the controller 110. To that end, in various implementations,
the data obtaining unit 342 includes instructions and/or logic
therefor, and heuristics and metadata therefor.

[0047] Insome implementations, the CGR presenting unit
344 is configured to present CGR content via the one or
more CGR displays 312. To that end, in various implemen-
tations, the CGR presenting unit 344 includes instructions
and/or logic therefor, and heuristics and metadata therefor.
[0048] In some implementations, the planar detection unit
346 is configured to generate one or more planar hypotheses
based on one or more images of the scene (e.g., captured
using a scene camera of the one or more image sensors 314).
To that end, in various implementations, the planar detection
unit 346 includes instructions and/or logic therefor, and
heuristics and metadata therefor.

[0049] Insome implementations, the data transmitting unit
348 is configured to transmit data (e.g., presentation data,
location data, etc.) to at least the controller 110. To that end,
in various implementations, the data transmitting unit 348
includes instructions and/or logic therefor, and heuristics
and metadata therefor.

[0050] Although the data obtaining unit 342, the CGR
presenting unit 344, the planar detection unit 346, and the
data transmitting unit 348 are shown as residing on a single
device (e.g., the HMD 120), it should be understood that in
other implementations, any combination of the data obtain-
ing unit 342, the CGR presenting unit 344, the planar
detection unit 346, and the data transmitting unit 348 may be
located in separate computing devices.

[0051] Moreover, FIG. 3 is intended more as a functional
description of the various features that could be present in a
particular implementation as opposed to a structural sche-
matic of the implementations described herein. As recog-
nized by those of ordinary skill in the art, items shown
separately could be combined and some items could be
separated. For example, some functional modules shown
separately in FIG. 3 could be implemented in a single
module and the various functions of single functional blocks
could be implemented by one or more functional blocks in
various implementations. The actual number of modules and
the division of particular functions and how features are
allocated among them will vary from one implementation to
another and, in some implementations, depends in part on
the particular combination of hardware, software, and/or
firmware chosen for a particular implementation.

[0052] FIG. 4 illustrates a scene 405 with a handheld
electronic device 410 surveying the scene 405. The scene
405 includes a side wall 406, a back wall 407, a floor 408,
and a table 409.



